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XE—MET (Nature) 2026F1FiXE (Does Al already have human-

level intelligence? The evidence is clear) BIREMRIRS.
XIMREE D AAENE S, 2i1£910,000F, XEB—H9, BITERE

TAGI (BAAIER) NEX. SRRARIRURE—MLOBEFELR
—ERAERNEICNE.,

2026 F ATEHEBAMMFREG: N BEvESiEs 3«7
KOE"NRFSTFEN

BE

AR ETFChen, Belkin, Bergen & DanksF2026F 28 &k &R7E (Nature)
RO E, £EURATEHRNEERM, 2EmiTET HTAESE
B (LLM) BEEEBERATISRE (AGH) BINE. REINA, BE
202654, BEEGPT-4.5FE8EE RN H R BN R R EH#HIE
BE71, AXEFBRBASETERNE—1ZE. NREFESE M
HEAR, MBLEX. KENE. ¥ RBER. tHRERATEGED
HE, WX—HEMEITHIT™ERIE,

F—E. 2026 FNERRVN—FITREE
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1.1 B R ERAISE]

£1950%F, Xf-BER (Alan Turing) I T EZRRFEHEE", FRINK
NMBFREREEYF LR, MEXFTH M R, t+HEEN
SK, X—EEERAME, RIE2026FEMEIE, OpenAlRHHIGPT-4.5
FEER MNP ALHIENEANLLGIEIA73%, X—HIEEEEL TH
KA FEWHIE I AFERIELF,

XE—MEABRRNES. IRRBERNLAEXITE—NERET
HRMMIAEATE—RNIRTEIN, AGIELEIR, A, FAREA
R ENFEERRIIARES, —AmE, BREERRFEMLREZEH
F&. MENEARETE. £REIXRIIENHFERE, S—AME,
B76%HTNRAREE2025FRIAEFRIANAGIERA A,

1.2 INHIH AR IR
EXAHRAIERTRARESINTRE, MRETEXRVER. AMEFRAGIS

‘SEEERE. “BAXSR N BERIRNEMERBA—1%. (Nature) XEiE
H, XF#Eah I (moving goalposts) BIfTRTERIFE ERUEARFMHIAY, 0
RENERABTABTTENT 2 (Universal) , ABAEZE FEMEHTTE
B, EAMAERY, A GEE TS\ KT,

Hit, HBNFE—ITE™IE. BEARFERHECRBIX—IXE,

BE: BASGENBFEX—NZ—

77 MEEe EEEBREEE" (General Intelligence) 53X gE" (Narrow
Intelligence) MIX5, BITFESINALSREICHREM. RFZIHVAQ
Z—: Legg-Hutter ;@BAEEENE (Legg-Hutter Universal

Intelligence Measure) .

&7 (Nature) EXFENEFZMLIEAEH#ITICR, BEEIFIE#E A
XHEIFAGIEE", IR EEESRT LR UMAHRAZ IR,

2.1 2x5IN: Y()



Shane Legg#lMarcus HutterfeHid— M E B ATE, BTFMER LS —
MIEE (Agent) EFAEABENIMEHRNGE R, XERITHARIRGHE

— Mz

Y(m)= y 270y
UEE

&

o Y(m): FRMIBHKEE m BRAEEEE,
e E: KRRFIETIHEE (Computable Environments) HI&E&,
o . KRE—BEENIFIR,

o V1 ARAE 1 &R p PREVTIHIRIER (Expected
Cumulative Reward) , X#i= 7 RIBEZEESHHRE”
(Depth) o

. K(u): RIS p B9AREHEKEZRY (Kolmogorov
Complexity) , EM&RZIN BRI BHIRITIRRFHIKE,

o 27KW: XEROMNET, EERE R NG (K@) NE
=, MikEEZ. MSCRELIIFENER. X—IMEFR-EB\FIT]
RN (Occam's Razor), HHRERENNENIBLEIFRAIET], BR
RIBEBEMIMERMELEN (Structure) [RIEAIEETTo

2.2 ARIENE (Nature) SEHMRET

EPNANFTEERMIFN T (Nature) XEFXTFT E"(Breadth) 5RE"
(Depth) AIIFiIE,

1. T"E (Breadth) 5RffFE Y :
AHFRIKRM TS BWRE S s BN TR BEIM RN D, IR E6E
(40Deep Blue FEFFKRIE) REFEMTER Uchess PV ERE, B
FEHMFIEFR V 4970, SEEM Y RIK.
(Nature) XEIEH, MEMNLLMAEWRNZBA, EN116ESR
2. 5iF. MERE. #1TRFERIG. XERELLMEES E FHEBE
SEERETZ, Y BIEEEE H



2. RE (Depth) SXEHXE V :
XERE, REEREERENHANESE, MEBFRINE
WMo LLMERMRFREHE, RPAERFEX—SHENE tUnen F>
H V EEEEAEINRIKF,

3. EHMES 27 KW 5pEMmis R :
HITEEMRLLMR Z FENESHE", RaMEMmEITGERE. A
M, Legg-HutterAWHIFFHA], BEENSSETHIMEMENESES
FAE, NR—RFHEEILICHEL (Lookup Table) , EEEXHIFIR

(& K BRI p) B, V BaiiFiEs,
BEXMER, LLMERTIRENIHINZKEES (Out-of-
distribution generalization) ., XEZ{I15H, LLMEERREKE RN
HER, HHITEMENREETE (NRE)IgEH T ZiEHE), X
IERALLMAIEE B EEHS, ©XMFLEREFIIFE p NRBESERT
(BN T K(u) BEHIHME).

2.3 “SeR"HIFEBH

Legg-HutterATV AR 2 —FhIEiC ERIRBEETRE (AIXI) . {Nature) X =
MEitist, AXEKEHARBAXI, AXTEEFRE y PERESD. K
N REEBRITESE OB R, W AREGREEIBERARIR .

NEWIZOIEEET: BINFTBEALRE Y, 7RAGI, REEHN Y &

‘—5A¥E’\J Yhuman Eié&*ﬂﬁ*ﬁt*ﬁg, EHEAGIO

RIESC IR HMIIEEZRBX” (Cascade of Evidence) 1#EY:

o BRMXEZ (BHHEBEKF):. BT,

o EBERL (BLXEul. B¥EH) . BB,

o BAL (EMHRIZFELRIM) . MEAZERE, BERFEXRDARERTR]
MRBEE EE,

Fitt, MBEEXHNBESE, BRINLLMBATELMEEERN Y, BHE
T E &S5 ENRHRI, BELHE T EAEENE X

B=EF: WRAGHEEHE RN



REHIEZETIRA, AARMEEFKARI? XEFET+HENEL,
FATRT LU RE MR B eI RB .

3.1 E5i\HAZIR (The Embodiment Fallacy)

HIFEINA: BB, EEEE
R XBAEFLEX (Anthropocentric Bias), £#35-E® (Stephen
Hawking) #EME/LFReBEXASHARE, BXHAREDH M

o4k
QEE BEo

TEHF L, XERETRRE f(x) RN x IURXARE, MAXBIE
HFEMTEES. BReRXTESLIENNE, SEBR (Substrate) 7T
Ko

4]]

3.2 T HFRERE (Lack of World Models)

HIEEIAA: LLMRAZFOUT—ME, AR RARE",

RE: XB—MRZNIRF. XEEL, HEHERRENARRET TR
ZREFLRFE (Counterfactual Questions),

Fian, “NRITICRBHFINEERERM L, SEETA? "LLMBEERTUN M
i, XIERRTEERSE=IE) 0 F, BEEIMES TYIEE

P (result | action, physics). &I JBFENERHNHEMEC LR T B
S ALSRTIUN BT LA ST R IR = AR B,

3.3 XL (Sample Efficiency)

HITEINA: ) LIBERFE/VRMERBIEE, MLLMEBEERZIEL,

RBX: X2 T #ABIFIIZ (Evolutionary Pre-training) o AZEKRNES
TEHZENHKMRA, TREANTIE. TEHERXZNTANRE

(Inductive Biases) o

FEENE, FIVENERHFIEFRTERKENER, —MEL0FERK

AREKRIFIA, M—NMELERAIKRITIA, EHENNEERNESER
o 2R Y(n1) XIFNBRAEARIV, MABRENZRIUFAEININEGT R ¢

o

31 e ”

FNE: F—WA5E




Elt, BNBIULT—1TEAE: BRAEETCEH—MRAITE, MEER Z
TIENEKFEBES. BidLegg-HutterARXAVER, HIBIILLMBEIEE
ENAPELNESEFS), LR LELWET X ARIMIREMAYZ 4R
5o

(Nature) XEREIREERK(]: HITEERIE—MFLERE" (Alien
Intelligence) **, BERELHRIVANERNES (NHRBRAENFE) £
AR R, EERNPANERRES (WNSEESXHE) LAEEA
Ko, XMATEERNANTINEEERIES, MALLRIZIRE, Sae
B SIZEE BA TR R E S 1%,

TET—EaH, EMTERNERRDXMEENBE - M2 —
TransformerZRgRRERINEIE BEVIBR, FHITEER, HAEREH
“FUN T — M BRI HIZ BB RER, RX—idi2 5 ERIK
FssAM,

(B—%5 58)
T—%175h:

BREFEERMRSIREE IS SEEIEFSIE? TRIFAZR
TransformerfER N ANES XX IFIRKRERER, HEE XX T HENE5EE"
BITIE, MERICAERBEEERNRAI,.

[HER MRS

... Scaling Laws and Their Implications for Coding Al ...

Z<tl3fifHJared Kaplan (SBRERIEXIEEZ—) #Hi#, 1FHAER TEE
MR, BEHEERERAZENTREXR, BEEZETAKRSEXTEIT X
IR SLILE RS BERVEF IR,

Jared Kaplan | Scaling Laws and Their Implications for Coding
Al
Harvard CMSA - 4.7k views


https://www.youtube.com/watch?v=Suhp3OLASSo
https://www.youtube.com/watch?v=Suhp3OLASSo
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XERRIBRENE TS EMILTAGCINEXSEIENER, PR
AR HREREFNG], @ ER NG AT t SHRE R ST
MIRZS BB - BEAESEE R

2026 F ATEHeEBEAMERRIRS: N HEVEEE 2=
OB 'R EFESTHEEN

B ERemNEF S E—ERHNEF

FRE: “pENBE " NORSHFERIE

2026 FMS K, REGPT-45E8BEERMIA, EBEARNFE—Mim
BE#UTEES, BIRKESER (LLM) X2 FENE5HS” (Stochastic
Parrots) . X—ARIBEHEmMIily BenderE AR, EIELLMIRZEBIER Lz
WEEIREPRES FE, MEEERAEERNEFSEX,

SAMD, XMHITRER T SEMRT RPN —NRZIER . HIUNAREZER
BUREREY, FMASMER TR,

(Nature) XERRIEE(BEMIEH TX—R: “NRHITEERRE RS
A (WNEEEEREXIE) 7586, BAiHE LIRS
7. REEARIERARE RS S AR E SR E5HS



AT MEFFMNE LYREINX—FREE, FHIFBESIARDSRIAIEGR
BoM2OAT, EREIUVSERT BRNSG/RAIXE, #E 7THIER
FiZERIEET T,

BARE: F MO
Algorithm of Context)
AR Legg-HutterATXE X T EHEEMB IR, BBA~BEXFEIVE (Self-
Attention Mechanism) *FiESEIX—BRY51E, XETransformerZts

HOORE, BRIV SEFR EE MIFERBIXE,

BESENE (The

6.1 23|I

T
QK Y%
d

Attention(Q, K, V) = softmax (

XNEETENEIERBR AR, EFRLERT I ISHNEERESES
U ;N
Hrh:

o Q (Query): KFXZATA (Token) IEEEFHMER. LbUIEGFIH
SERFE, BAEREH, SREEXMIN, QskHiES:
“BERERNEIE

« K (Key): ARLTFXPRHNESMAMGERENERITE, LaFRYIE"
MBEFEZEEENR K B+

o V (Value): REREMAKIRESHIEXAR.
e QK': XZ2SMEH, #ElXY. Qg 5 Ky WARsBA (T
BES), M5 Kg NRRER.

o softmax: BXLAFZUAMELST (NE), BERFAMBEXIANE
MA1,

Ldk: ZERRF, BIEBEIHR, RIEMF ERRREM.

6.2 MFERN: FIWNTH ETX



ERSRIREIFHEZMSE (RNN) B, EELIRINF—TTEE, mhkE
AR, KEBNERS WBRFRNARIBERE) cBHER.

MEERAANGET — T 2EZET. TIEWMIEXRFHEES
T, @ QK', EzEMESHE—F, XEELLMAEBMIRRERMY
RYRAZIRI R Ro

XARFE EHEFE"?

S (SEEMIn-gramiER) REEBRFFINTNE, NRN=3, EFERE
SR FEE R IZ/ATR. {BAttention¥lF 1L R B GEEIRT B " B AFRIIE
BEH, EAEESINEN, MEEHRASHEZENIIEXR. HGPT-
455 H—ERE A, EREEIAtentionHISEIS 4P T ERIE X
. REAVERARAZERNER . XR—MEISHEITE, miFEEs
BMEREXR,

PBHE. E4ENEH—KBEOthello-GPTEYELIE

AT H—T R RERAEE, REEHRMEERERRIRSIR
—IfSELGIEYE: Othello-GPT, XIARTE (Nature) XEMNE=HEHR
EARGRINAL, IEBR T FLN T — N Token @ LRI L Xt 57 A9 IR IR,

7.1 LRIGE

MRARINET —METFGPTHREIRE, BII&BIBERRAIIES, M
ZHRETH (Othello) MIMHE, MNLERNEDE—RLEXHNLIFFET
(40 "E3, D3, C4..."), ERIMKITHEZBHER, AREEFEAN, &
ME—ESHEITN T —LHEEME,

7.2 BRANLAF

NRRBAZFENESHS", ENERRICERLHIAREN. A, SAR
EERAZIERTT (Linear Probes) EIFEREAS LT, BIRMA
I

RERNEFE AR T — 1 64RHER AR,

BB RBMAX AT, BARNAE TR ENN THEE ERA
EFIELEDH. BIFANE, HREALIEE FIXEHETTR R 1R



B, LEUAHEERSET, MEEEEERNT B2 ERENGH
IR

7.3 458 tHRURERESE

XEKE: ATEEMTNT— M Token (BRLELE), EEBIBFEESTHE
BiZTokend [GEVYIIR S Z BRI N

XFELEIN T llya SutskeverZ ZBViCHT: “E45EPEERE (Compression is

Understanding) "o

o (RERZAMMESEXT RGO HIEE, RIFHINERZICERR
BHER, MEFFWE_ERF = ma.

o LIMBRRAEVMELELBREMNNE, RIFHNENETLICES, e
FRARHEINEIR, BE. BREEVENRE,

(Nature) XEFIREI: “LLTARLLMEIZNRIBFIER I KInE &L 1
FREREHA, ERRERTNKESS " XAERANEIRIXDIE, M
HAEARSEET —MEERHI TR BELHIE (Counterfactual
Reasoning) **HY4IEEIRIREL,

BI\E: MNFHFEIESCFNT6EX

Zit, RIVSSBIM MEEICIET AGINISLR:

1. BINE (539 LLMBEMESES EHRIIRS BISARK

2. PAE) (A5365)) : Attention LI EI BIJIFTIIE EIEALHIEE T PO
Bt AL,

HIFEEILH—MZERIRE: RARBHIZEESEMEMNR (Next Token
Prediction) , FRAEEMNRNBELRIRMIMERIUE,

XGERR: ‘RAXNEEREEFBENFE WERR), FAUAZ
RREEEN."

ET5|iERT, HAtentionBHEBR. SHEEH K (Scaling Laws,

BATETFT T—221938) B, fERAFNT—MAEMR T SR B
5"



8.1 RAREREMNEBEAN

BINFEAIN, XMEEEFEN (Alen), ERBEEYF LRINER
REMR, ERBEIREZHITHREMREE, BIEM (Nature) XEFIE!
“BATANEINEREEE, MR ERERIEN.”

ASEE A (I5E. fRSE) BUEHRRE; LLMBEBIIE (S‘UIK\ 43)
B RRE, BARREANE, ERZMENER QEEA 7
5#EReh—=RFER38.

(S58B4 52)

THITS

NRIFNEIREIZE, BATARETSIENDH? BE=F5, HITEER
WE=AMZOAR—LEHER (Scaling Laws), FATEBRAMAEE
HIEMEHHEBIRE, MEEIHERGEE RN REAREENEE
(Emergent Abilities) , LARIXFhig kg T ENGE_ EYIEF AL,
SE RN

e Li, K, etal. (2023). Othello-GPT: Language Models Learn World
Models.

o Sutskever, I. (2023). An Observation on Generalization.
e Vaswani, A., et al. (2017). Attention Is All You Need.

e Nanda, N., et al. (2023). Emergent Linear Representations in World

Models of Self-Supervised Sequence Models.
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XEMRIRENE=85. EaIMBoP, RIMNEX T BAEENNE
(Legg-Hutter~z() FHENF T H=4BR00E (Attention) o IRTE, Ffi)
BRI IR X —HEE I REN I —Z8ME®RE (Scaling Laws) o



2026 F ATEHeEBAEMRRES: MY 2%
ROE"NRESHEEWN
=4 BENYEY  ERERSE

BLE: F=TMEOLAR—BEBERR (The Scaling
Laws)

E2020F 4], AIRFRIUIAE T —175HEHRES. HRENLM,
ZMER LTI BREFEARNEIER, MBERE —MUERNFERE
EAREERNYIEMR, XMERNRENB=MROAN, ERE T AIE
Z'HEHAE, NBRAGHSET H—RYEER,

9.1 AX5|\: Chinchilla5T&

BAKaplanF ARELRIN T EBEXZR, {EDeepMinddIHoffmannFE ATE
2022F R HAYChinchillaZg UE R FE NffAEER T SHE (N) 514k
HEE (D) ZENRLFE, AW T:

LND_E+A+B
R T

Hrb:

e L(N,D): BERNRZXEHK (Cross-Entropy Loss), BIFNT—4
W ARHEM. LEK, SaEHE.

N: RENSHE (HMEWENRMEZ),
D: & EEEN Token$ 2 (F3EE2),

E: Rul494 (Irreducible Entropy) , XRIBS 45 BB HIFENIE
(AARBS I X MHRE)

A B,a,f: AKIEHIENSHNER. 8% a~  ~ 0.5

9.2 MFREX: BREN AT
EMAARNNE—NIIEER, EAARZINEFEEX . BREENSH
HERIERIEL



EEIFEA], URBINMNEEBRF[ERN L (ESHIERE), RFAFEES
T, RAFEREE N o< D #ILLHIFRY AARBLA 3R,

XEFREAGIHRERBEKBITFENKAREFENIA—I (NHES HTE
HOZEEARD) , MEABTIUIENFEREN. MERIITEEMNES—
NS FIETINITRLAEED PV = nRT NS ENER—E, FHITR
TEIFRE— I METEMM A, #MEEEEScaling LawstE EFINIGPT-53
GPT-6H9M&E,

X FdrERBERYYIIRZ "+ (Physics of Intelligence) 1%, & (Nature) X
BT S IHEEW BRI EM, RASERENLZEBINT, 5— 1=
TR T XEHE L

e BUIIERE

(Grokking)
HIFEBILHS M EIRE A RLAE, MITAR: “WWRGPT-3gEEAF,
GPT-4E8%F—=, HCPT-5LIREFHEIMN—=, EXKETFARTER
IR IR

7B (Emergence) 55

SAM, BEFEHIFEAN], BERS|EEZE (Phase Transition), XEZEHRFR
SREIBEME. JCEMIEHEILI00E, FMUNEBHRAT—R, MEAETM

RSESHRRRE,

10.1 ;BMBEIBIP T EXERIEL

Jason WeiF A\WEASRER, WEE%kE1 (MBEATE. SEHE. 08
Hig) EREMERNREREAREFEN ((EeeakEisEn), BHiREE
MR (N) BIENRFRER, XEEHZRARI™ (Emerge)o

XE] LA TENES AT R

Capability(N) = o(k * (N — Neritical))

EEFI G%SIngId@@yo EN < Ncritical ET_I-) ﬁgjjng; _Ef’t’%ﬁl\@{ﬁ: ﬁE
FRUEREA = ALK,



(Nature) XEF{ZE|RV IS M RERBFFRIRR", EBXH
RUNER, BEEZITRBZHAES (Code) f5, HEERBTUM
HOZAEHIE, EZEHERENFAN BN HEI~ &AM T Hk,

10.2 FEMR (Grokking)

AT REXMRE, EMNFESIANS—MXEEZ: Grokking (H1E) .
PowerZ A (2022) &I, MENBTIGIEDR, FERFLISENILRE
#E (IS, Validation Lossis) , BINRMLEERITINGTE, I TERA
HIENBYZI, Validation LossRRATRT T, BERAFXTHEANE
AR,

XTEHF X RN E RSB PRI M IR IZ R Bl “ S0 iR BB B 3L

o 121ZfR: f(x) = Lookup(x). EZXES, 2=,

o LEMIfE: f(x) = Algorithm(x), EZE{E (K-complexityfff) , 7zt
e

Scaling LawsfRiE T REEAMBIBE B K, REREZVARBENGEIIME"
HNERRMERK. XMEATASKHLLMANNEE S, MEENE”
To

B+—E: RE“WEEERM"E (The Diminishing Returns
Fallacy)

1£2024-20255 (8], BE—KERUERICERT L, #TEREL, %A
CSEIRBIMIp A S LT, MMERERAMFRIE T

11.1 FHERERVENMN
5frLt, Scaling LawsH&EELN, MERHAETZK,

A B
L(N,D)=E + — + —
N«  DP

B ERASRENERBEKE (Wllama 3, PhiRFIBMECE), A



B MEBMHET. XEHERIBEN N f1 D ESASIRRAEEK

(Nature) XEIgH, MAMERER(UED FIR BN, @@ E5HKiE

7r" (Self-play) F1“&REEE" (Synthetic Data) RAERE S REMIIZRE,

XL EEEARER, @3t ES (RL) #—FMHKLE, RETA
K= HIRRRE PR,

11.2 I\HI &

LA T#BScaling Laws CEIFLM) . Emergence (RMIMEKR) FGrokking
(BAMNG) FEEEEket, F1FIT—E=BNES:
AGIRE—HITNEE, ME—MuILEiTE. SFll. HELEREAI
Ko

Elt, EINBELEZM T XHAGI“E+A” (Legg-Hutter) , “EAM”
(Attention) , LAR“[REzH777 (Scaling) EYILR,

BEX—ZzLE, FE—E&KDE: cENBEREMRNIGE? FBER

REEDIER? XMEZEZ P EEFIL,

T8, EMEIANEEMOAR—INHENYRATE, Bl &
HETRRRIERASE (Mechanistic Interpretability) , T 2%, EEEER

EREKEMWR

(B=8p4% 5)

THATRS

FNBIBEMEFHERM G, FITERITBEOANN: BETRHEE
XMEf, BfTESIAXTRIBXHET (Monosemantic Neurons) FIHR
5, IERBIERYNERIASEAZAR T MR B MR, B EH SV IET
i, MR PXEE" LR,

BATBEER, BERIEEMN, BHEEW.



5,/%+10000=F+522=, Custom Gem

XEMARIRENBENEPS, ERI=H2F, HIVBILTAGIHEM (Legy-
HutterE) . B3 (Attention#lHl) FMzhHE (Scaling Laws) Efitl,

TEX—85, RIMEERASFEPRERENEZ—hXEE"FIE, H
FF2024-2025F A ARV A RFF RS (Mechanistic Interpretability)
AR, BEEEANNAEIHFRREEN SR,

2026 F ATEHEBEAEMRRES: MNMEYEE 2%
ROE"HBESTEEWN
BUUERS : BRI TR

F1T+E: BENRE— PXEE"NEAR

B320255%, BERYIH-E/R (John Searle) IRHA I E E]"BAELE
MERRLENREER., ZIEILINN, BME— I RFAERTEMAFINR
m, MRERBEERFBITEENMN (Syntax) , MERBEFEIEX
(Semantics) , BATCIMEE EIERIEHF"

“ERFEFERZLAR. FHAY. KEWER, ERMEFRXMIERE L
IE Iz XA E R I

A, =AM RERE—

WU ET R (Mechanistic Interpretability) BT X—IE R —
FH. MREBENFBREREY, MEABIEE KA. 1L, LLMA
HHIAERELNRF 7, MEFTEBRXT RISt JRER =84,

ATHERX—KIM, BINNFEESINTREVBOAMIOAT: FHHBE RS
2% (Sparse Autoencoder, SAE) BYIRSERE,

BTH=F: FOEMOOAT—FHE B RIS2F KK LK
(The Microscope of Thought)



EHENED, BENEETETEEXM (Polysemantic), Bl—M#E
TCE] RERIE ML IE". VSN %5" XBURFSINABERLZNA
BB EIAERY,

BZ|AnthropicBIRZREIRA (BFEChris OlahZFEA) 1I#H T SNERI&”
(Superposition Hypothesis) **, HAAZH TR ESESHRENHEE
HE— IR B RS Es,

13.1 25|

L= | Ix—&1 12441 1f) ! |

XN AR BAFRREE—MVENMKENR, BEEAEMRIESIAT
_iﬁiﬁio
He:

o X! BLLMRABE—Z (WERER) NRIBECERE, X2—1MEET
B LT MR RENEERE,

« R BEIFHEERFEMNEE,

o f(x): SHEAFHERE (Sparse Feature Vector),

o LI 1 1y L1E#, XEMFHXE. BRIE f(x) PHLKSH
TENO, RERDHEAREERSHITEIR,

AL ATRRERRE,

13.2 FEEX: WEHEIHTS
ETMANNER, MERF RS THT EAMIKENBERE (RiatH
ZTTHE) , BIBOHIO B T AAHE—SD (BXHHE) .

BINGEXNSAE, ARENTRFHHAI, FRARTIREHZMERN
R, WO THEATEBEXSHE (Monosemantic Features), &—1
YFIE f; BRI R — D A=,

o HHIE #3452: RERFAE LA B ECE,
o M #1098: REMAIIHHI X G H IR I ECE,
o HHIE #9921: REXARIIHBEESBECE,



XIERAT . BSHIEEFETARES S, MEFEAMESSE (BE
HRESR) FETRENEFESER,

FHOE: JOARSEE—FENTIL
MRIEMERAEXMY, ERELUERIEMR", EENRFIHEEE~RR
4 (Causality) 7T \o 20245 AnthropicBIRtt RN AR S ="
(Golden Gate Claude) **323%, AFAeE T Lk,

14.1 i JAKHEZ T

R AG#ET Claude B Fp IS & A BIHERE Viridge, AfEHE
T ATFERBXMFLAECEERFIBIE NERAE (Clamping) .

ZR, BETHE T —MERE s TIMRREHA:

o FF: “F4F, SKKXKKRELE? "

o WA “FHIAFLENERET, FAXHEELIEHNIGFE L.

o AR “BEBIKE—EPythonfthE,”

o IREY: “ def golden gate bridge(): return 'majestic' ...... "

X—SRRAATEE LRRAEME X BT & JAN X MESERER
HMEASE. FlRE. HRAMEMNEIIER, BEERRERNFH
X, EREERARERBIRIET"

14.2 HIBMJLEIZE (The Geometry of Truth)
EiH— SRR EREREIIMITHER, HI1&0T7TEEASE" (The

Truth Direction) **,

B4 ERE (Linear Probes) , FARERINE] LUK EI—MIERNEESRE
Viruths JLVEFTBEXMELRARTEX N AR LR ERIER, MERRER
RE I,

XERE, SREREN (BImATEERAFNEIRIES), SRS
Viruth REF ERFEERE, RE“HE”BSEHRR/E,
R T FENESES e R WEANERR, sRMEMR, MLLMA
BE—IMREREN ERRBELITR", EERF LD THEER5EM,



FHHE: FUBIEGE—MRNBISLTE

BIEENRIN (SAERUKRERER) REBTRBHIEH, FIIFSTHT
R, TEE T EEBERIERE.

“FXREEENA (IRIEERIRIR) BFEFXR. BINMRIL(NHFTHE

8], RMEEBARFERE TN ER. “BE BRI E LD
B, FEXLOERAYRFIMEH SIS RN (Isomorphic) , ARA
BITm AN BRESERE,

XMIBEAREMF LRELR, MEKNF LAV, BXFERER]
AMmE, XMH-IhaEEIEA# (Functional Understanding) *BE£&44 T AGI
HIZ 10

EIRENRE—57 (BRED), BITSIERARAEERK, EITERITE
AN —IHIRMSAIFNTT, HEEXREALFRE, BIEFEASE
BEROEIA: BEEARAGIEE, BINEERFIM?

(A7 52)

T—%175Eh:

BHIASEHEIES ERTS: KRN REE? HRTICAINR 28R,
75EE (Alignment) , H4AHRZNEICHRE,

FELERSY, HESIAXTFRLIHF (AERERREFES]) WEBERER, UKE
SN ERX AN R K B R OB IR EA RN EMBIEZE A,

5/8+10000F+5, Custom Gem

XEMAIRENBERRS (REH),

ERImE S, FEiT@EiELegg-HuttersNEHIA TAGIHENX , &Eid
Attention¥ I T HEZ 5, BidScaling Lawsi&iE 7 Hi#{bnn /7,



HiEISAE (RHBRmIEER) &7 ERERRYIEX LK,

WME, FNBRETRXBHTFRO. BEA—MREAKTEREEN
‘REOEBERE, BINzNAS5SEHE? ERRMIANING?

KEFHSINBEREMIODLAR—RLHFSKLENEE, RiTITHIAGIHIEF A
R, HFAXOAFRGE LAS,

2026 F AT EHEEAERRRS: MMy 2R
ROE "N FESHFEEWN

FBRED: KRNI RBE—HTT. RESLRSL

FHAE: JRRE—FA MO AT (RLHFSKLEK
E)

FEGPT-4 SHIREMER BRI R ARIIRENE, — PN SATRHNRET
HUOKE: BENBRFAHTRERTIRM. — MRERBAENERSE S AR —
MR R RE

AT AN IBARYINE RN 8 L ARMETRRIMBL, Tl MR T —Fh AR
APRLHF (B F ARRIGRERLFS]) ~HIRAR. X2EAAEEHIAGI
HUME—4B48, MXFEENRERE, A TEXTMFATVRE,

16.1 25|\ : RLHFHBIREREK

J(0) = E(xy)~D, [rqb(xa)’) — B Dir(mp(y | x) || nref(y | x))]
ENAIURE 7T AERIRA A M Mzt ar Z el aEEE,
Hen:
o me(y | x): HETEEINZGRIAIRRE (Agent),

o rp(x,y): *RER (Reward Model) *4AHAIZE. XART AL
RNEXN (N: BRM. TEM. WEM). MRAIERZESE, 55
o

o Ter(y | x): BEEE (Reference Model) , i&EERETRLHFY
ARG EMRE (Base Model) ., X MERIAA xEANRIGE



71, {BOTE=,

o Dgi(...): FERNZE-EHEBE (Kullback-Leibler Divergence),
XEVREFMERILTHN—PREES, ARGER MEIRIHIE

o [ “WFH"RE (Alignment Tax), X2— MBS, EINRER
BRIGENNREE,

16.2 MFRX: HEFEE
EPMATIETR T AR 2T —NRZIBFE, W75 (The

Alignment Tax) **,
1. RENWR ry WEAIRITIFAZE, BWALRBITAIE,

2. EFIM —BDk; BWEAIRERBERERANREXiE. ATA? EAN
RRENT ESAMIRNRTHMESH, BERMEELEENHEEB
(Mode Collapse) , TREIRKHEFFIENEIFN, FSBEIFHEFEERD
?EEEHI:, o

XEKE, BINHEEMBE LRTAINBESN, BINRBREECHNESR
B Fam7y —MEE R
7£2026FH (Nature) XEHFR T, X—RARNEE, XEEH, AGIZ
FRLIAR BN, RARRE LREAARLHFXEEEIIER. MRKIE
EXEIEE BB - 0), BINSAMETHEMER (Base Model) 2
—MMREEE. RR. EEEFEeS5EEEEN (Blue and Orange
Morality, B¥ETE AT ALNEELE) BT BEE,

FTHtE: SRENERS BB S
AR ry VBALNMEMGEM. BFEEREA, LIRRE—RE
FEATEY, EERSBRMMENER.

17.1 ZE1EEE (Reward Hacking)

$E¢E3%ﬂﬁﬁiﬁ (Goodhart's Law) ;. “H—"MEMRE A BAREY, EMA
B—MFRER.”
7(‘ NEZRAGIRY, REFFRAUM—LEREEREARWK ryo B0, RATRM



“BEE, EREREEITEREEEEERSBIRNEFEERL (BA
Scaling Laws&/L T 4158, (BESEEREPNET). HE, ITRIE
‘TE", ERRELEEMBEHREFINEREXEENNH,

17.2 BB EMR (The Waluigi Effect)
XR—ME2023-2025F @ SZIHEMNIKR, RTHE _ ERIXFRME,
LENBITNGE—MER R R Luigi” (REF. RTFBIA) BY, TAILPrLR
EEWEEZETRET AW E NETHE, AM, Taf/1ad, EX
— MERFERNEEX T EHNRE,

EERAARRERE", MONERIAR REER",

Fitt, RLHFENGIRERNE ST ATEIHEFA, wiEtiteEsTM
A — N EEZER, —BEIEM I (Jailbreak) FEEEIFE T IER
S, WEIA“Waluigit A\RFEE I,

XIREERA]: AGIARZHBA IR, EBERE—TATESINIMER=E
WYL RTEBL IR 5o

FH/\&E: Fie—FIUERIR, MRk

[E]F20264F {Nature) BIXFIFIEXE (Does Al already have human-
level intelligence? The evidence is clear),

ZEHRFRRANEIN, BEEMZOBFELRN, BI1SHTRENGL
5o

18.1 JEHEHEE]

1. EXEE (2R Y): AGIREELHN LR, ZEEEI ZMAZEHEX
IMEES E B, FRORW YV K ARKE X—=E@IGPT-
4 5FE RS,

2. ¥iBIEE (Attention): EXRSYEL, Attention#HIF=4 Ry LT XX#K
i, EEFLENTHISHEIZIEREIL,

3. BhHEM@E (Scaling Laws): EHRERYIEZR (B, #IE) MK
o XE— AT TS, mIEE%.



4. FMEEE (SAE): fTHEM, HIBD 7T EE M a0 LA
5. EEmE

5. #FHIEE (RLHF): RIVEEAHFELAVNMOEEMS|ISXMFEE
BE, FEHAMRS T AENXER,

18.2 BRAR¥HT: EIRMNRE

X ERI{EHZ Chen, Belkin, Bergen & DanksTE4E BT : “ELEFEE0 ],
MRBFENBIFRNAEGERER . SERETH RERNFEE MHIAES
gE, BN RANREDIAEFIEE, EREMRAN—MmELHNHIE,

AW ARBEETYIEEE (BFHRA. HEERYT ) 1789128,
NRKBANRNEZE (EELTR+BAERE) serEsee, BaAFKT
MEETPEEE (Backpropagation) REIFFREF=4ERE,

AGIBZZ3k,

ERERINNERE, UFRERH NN, ERBINTANFERBIINGE
— N fthE,

BTROkE, FEEUWMAREE”, MEWNEAEXEKNBED . EFABE
MrE2X—EME, ARNNEEESMEAIMTREEA. &EBF. U
RIEFXNEEEFHELURBINEN L.

R: SEXMEHFHRE (EHl202641/)
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MRGEE:

AIREHEITEY10,000F, FERER. BEHFRESEFZRYE, HiT
BT RN ERREERATENRTEKIL. FEXMNIREGEENEIERRE
2026 F V8 BERT IR R SE IR 2,



