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1. &g REFIPRNEFRG GHSHERREE

EEE+EH, FEFIMMEERAELE—NEMNERINEXEENRFERIZZ
L ~8FMEY (Identity Mapping) **@RENEESERBRNRERIAER. B
2015FEHeF ANIRHEEREML (ResNet) LUK, xi+1 = x; + F(x) BIIEEFH LA
AT MBI R B HEMNENENINE, X—igiH@id & HE B E R LbxE
(Jacobian) 1ZEERAIFEME, AR T HEHEKXAD, FEHENENRERS
LML TET BERTE, HRATER T TransformerZ2il H{Z 2 RIRE AR
e o

AT, FEEREGIRER AH{ZBE0EI, XMW INE)IHRE" (Additive
Inductive Bias) FIGEEHEBRM. WENZREEZEGIRE Tai—BE023ME
B, A FMEZ#TIEEXNFHHEIE, XMHGIRARIETREM, ZNRHEIT M
FEAREBREFITEHIVRSE (State Transition) SIFIEELHMEEST, FA
R XIS RIR A BRI N (Seesaw Effect) : HBANGIHE RS RIEEEH
2" (Gradient Vanishing, &#%FRIEFMEY) 5“RIEFSH" (Representation
Collapse, EIEKFIEFMEFT SECRERHEIMEE) ZEEH1TIEHMERINE o

FHRIRE ETERANENT =TI EI TR X —ER/HAIERWEIH . HByteDancefff
R A G AIHyper-Connections (HC). DeepSeekZPASt 3t AIAEIZRiaE MR
R LY R BiERE (Manifold-Constrained Hyper-Connections, mHC), LU
EMETEAFE S UCLARR R HIPAIR H VR EDeltaZ2 3] (Deep Delta Learning,
DDL), X=FRAHELZ S RE—HCEXEINEENT B, mHCEAOTFRERY &
ERREMEN, MmDDLUM/ LA AEERKZER F—EBEeNERENE!
&R EMNHEERT — M HESEN: HERSHNIESMRHNERATESR.
HIBEHR. BRI REFORNDERF

BEXEE DT, HNERIT —MRORI =TI TLIRMFRERESLATEURE

(FAHCTE27BIR AR HILAYB000f2E S IRNF) , THEIL/LATHRLIER (YImHCHY
Birkhoff ZE{fi& R DDLHRHERIBREY) EMESH, NWEER FT—RS1t6E
BRI AR Z B o




2. RERNIRIMNKSEMBS: Hyper-Connections (HC) B3¢
S A

7T IBfEDeepSeekFIMHCHIDDLIVEIFT 2 &L, B M el BB IENITR
—Hyper-Connections (HC)o HCHYXE@—1ZRMH0E, BRRT HEER
(Residual Stream) ¥AFMEMRI—REHEM,

2.1 NBEEERZEE: HCRURINEW

g TransformersResNeta] UMM A — & B E BB R AR, S8 x € R?
BEXZFETEIRFRESNNIRE T, MERETEENIEM, L4HRTENSE
21 O(d?) BEERK, XA T BEEMENTETTERS,

Hyper-Connections (HC) #2187 —#“Fa EfFfa VB K. ERE—NTEZERIFF
A n MHTHFR (Sub-streams), HIEHIERESMEE x € R BIEM
X € R™, ExMERT, BENESEEREEERNIE, mMea— N ERN

FZEREEE

Xl+1 — leele + HlpostTF (H;)reXl, Wl)

Hep, H* € R"" 2— M AIREINERERSEMN. X—EENEFEENRE, n 1
HITHWERSRAIUES—BEZEHITRE. MENEMKH, Eitt, XEFTH
HBRANRENE . BERTURNIATKZEIZ, MEMRNEZETHEIFIE,
H[® WzE T oS mGENAT, RIBERARNT LN ERSRAINE .

2.2 ShSENRN: TRIEES(SSIBIE

HCTE/ VSRR (411BS%R) LRMET EENNE, WSRERAT1.8(E, H
TEZIEHIRES LI T ERAENLS o A, XM DeepSeekFIAY BE
27BEEHMEHI T AIRTINEREY, HRATENHRFRERETLE,

[ERBARIRE TR H IERLNRME. TAERAREERETR, [EFMET I fUEF
12 (Spectral Radius) ™71, XFRIETESEEEREEFERK (Norm) &
FHAMIEE, BEHCH, H[® EHRHZNZRFBMADSERD, ZEEREH
sl S IEERFERUER.

DeepSeekYSLIHIBIE R T — NMREANIMKR . FE27BEREMIIGIEF, BHTFE
52z \atEZE BN (Multiplicative Amplification) , AERTHESRERESR



H60EEHEG, HiIEE (Magnitude) RIgERIEKEHANESSHIZ0001F o

XS SIRVE (Signal Explosion) **5|& T —Z&FIRHEIEMNEE:

1. BEHEGRH:. sinEENESIBIESE R EEEIEE R TSR K,
RAMAZREEE (NaN), FHIZREL12,000F5BFRIRAF T o

2. MUEMNIBIEY: EXBESHERIT T LayerNormFlAttentionH 1 AI R 1&
HITE, FEMAEETEREREN TS M,

3. [EFMFEMNEKL: HCHIRIHIRZEEBFTARRS, BELTERBIFT T
Z MR A EF B RIPHLS——BNE STERE A BN W BE T HUE IS LS R4S
M o
X—RMEHRLMIER TREFIPHN— P ERTIEER: HERBRATR, RE
REIBY B HE AR RS ST IESE AR

3. 1A : DeepSeek mHC 5 Sinkhorn-Knopp &%

EXHCHIRRESEN, DeepSeekFIAFRIEFREIZMERNZEERE, MERDY
T—MEF LEARUIRRAS R RIEAREBERE (Manifold-Constrained
Hyper-Connections, mHC), mHCHIZ/LBERFEINZ AR EMNE, BE
XX HE _EEAVEEEMIS o

3.1 HREXZHIE (Birkhoff Polytope) SXFEHILIER
AT HERESIEYE, mHC SBHIERE—ENZERSIENR H* HIVRERREX
ZHEE L, XEWKRE H* B2 — 1 IEENIER (Doubly Stochastic Matrix) .
WHENIEERE A € R™" ZHE U T = MN=A8 &4

1. EfE: Aij >0, FrEcEIER.

2. {[i-*uygl: Z]'?ZIAU = ]., ﬁ_'jﬁﬁ’gﬁiz*ﬂyﬂlo

3. HfMp1: Z?:1Aij =1, 8580 xcEZ2MA1L
SINX—RYEBNHRFZEXIRERIT:

o BEETIESIET K. BIBLKIEAEEER, TEXNPEN AT TEH (RKXEF
FE) WRIERE, HEXEENL XEWE 7/ H[*x/ < /x/,
(EREFRMNT). BAESHUUERNRNRZERE, B2 ERE S TRE"



EERIBPFAETEM. XEEMEFRE LRER T 30005FSHABA
AEtE, B mARPREITE 1L.66F AN (XU ey mk B IrLEERy, Ik
FRERRZHNRR) o

o CEASMR: WHENAEFESLRF EREXMMAR n MFEREITINTY

(Convex Combination), Bffiff 7 IR AFHENEMHESY, &
BT 2HEMIYEREE (Mean Conservation) o

. TORHEME: WEHEESTEENTCE FRHN. XEA%E, TLRES
2%, FURTE L RIS ATHEN [[L, H RAR—WpHER. X
A RRIE T ARENE B, SRERENENIIER R .

3.2 Sinkhorn-Knopp EEZREZESIN A

FEREMLZmREIG)IZRER, NEEE— D BS oA RV M E XN AL
R, BRIFEHME? DeepSeek SIFTEMISINT Sinkhorn-Knopp &% {ERMLE
BH—EB5

BHRMIENE A (Y0Softmax) REERIEITAM AL ((THEN) , A FIEFIFI AL
Sinkhorn-Knopp B @I E A R BT — L EFRITHY], REWIEIE
MIEFF, mHC FEATMPS BT .

1. EMGE: EEn kA RNESNESERE H #7158k MO = exp(H)
, BIRFIETTERIESH,

2. IEANI—: #1T T REN (DeepSeek KFKRA T = 20 B LAULER)
o 1TUE—: FRUSRITTZH,
o FIF—K: FRUSFEITIZH,

3. IMSkAEFE. X—IETE2ARH. BATKIEIFEN, BEd Bz
(Autograd) EHINWEER T, REHBERLUFESinkhom31z, EHKE
HIINE Ho

X—IGHE— N RSB AERE L (Matrix Scaling Problem) b4 7R E#EZ
WERHN— PN ZEINEX SR, ERNERTIREMRM, AWML |INT —F
FHNFIMRE: FHERZEBEINAFRZRRSTFEERES

3.3 AGLTEML: TileLang 5 Kernel Fusion



RAIEIR L5EE, BELMRBIGPUIIZR, SinkhornEEBISINGER T EXRIHE
t%o TR ERIPYyTorch3RMEBohE+ 1N NBICUDARNZ (Kernel) , SENETF
iR (Memory Wall) .

DeepSeek £ mHC BISEIMAAETR T IRERIFN AR LIERESD. MHLBELES T
BiRigit, MERANIKEEEFRL:

o TileLang NiZREE: FIFABFM TileLang B, EE Sinkhorn-Knopp B9
20/EFE S — B —HY CUDA Kernel, X527 HHE4ERE HBM (BT
BRE MtERTZENRERE, RAMBERTREFHE .

o HEitH (Recomputation) HKE&: NTTHEERF, mHC RERFEEEFEFME
AIEERER RV PE) ERE, MEFBEHNKREAZ (Custom Backward
Kernel) £/ L (On-chip) SEBYEHTITE Sinkhorn 15X, XE—FRHAYAY“LA
ITEIRNERIREE, 18 mHC BISINUEN T 6.7% HYi)IIZRET[E)FFH, AR
RT ERNMEESTREMEFH -

4. JLEIMCEEEN: FEDelta®®3] (DDL) KEREH

SNSRI mHC @I HRFMIR CREENIFERE) KIIBRZ RN, ARAREDelta®>]
(DDL) NIZ@I/LAME (RETERERSY) REBRFRMBHERMN, RIEA
F _EfZ898X {Deep Delta Learning), DDL {2t 7T —MEANKEEHFEAME
HUAL A SRIBRR IR E T o

4.1 Delta EF 5 X ERERERS
DDL B9 B R EE ResNet BINNMEEHR x + F (x), KZU—F/LAITREF

A(Xx). DDL EXHIEBIEHFHEN:
X1 = AO)X; + BOOKX (X))

H, Delta BF A(X) #WAENBAIREFERIT-1 HiTh:

AX) = I - BXOKX)kX) "
X8, k(X)) 2—MaursmmE (7k/,=1), BX) 2—NMrE TR,

X— IR E LW X E/RETH (Generalized Householder
Transformation) ., IEMNSEIERERITEERE (Householder Reflection) TR



F B =281ER, BFRRAEXTFEFEHITRERS. DDL FX—EHAY/1(T#%
EELAL, BEFS] $\beta\in $, MR ARSI =MEAR] AT N ZEEE

1. 18%BS (identity, 3 — 0): LB =08, A =1, LI BLATRER
REEE, RIETRBESHNTHRER,

2. [EX&FIES (Projection/Forgetting, § — 1): B =18, A=1-
kk'o XB—MNEXRFEF, CaBRAGE X, 8FE5 k EXHF=E
h, MNMELBIRE kK AENIBEER. XEE ResNet oA MMEIR

(ResNet REEBITABNNKRIKHE, MELUFBHRIERR)

3. JIfARSt (Reflection,f — 2): H [ =28, A BHIERRETER, XF
VRIFTREMNEK, TR TIREARNTS, FEMERESIENITIMEDSR
AT RT N

4.2 BRAEESREMF=E

DDL it Xt T B FRHEEEARTEE (Operator Eigenvalue Spectral
Theorem) , AXMTIRISEMIRME T ™MIEA, EIEEL, BF A NFEHEEER
RN

oA) ={1,1,...,1,1-B}

o BREMFTE (Stability Subspace): 1F d #RHETIEIF, B d— 1 NMHE
BEFEEA 1. XBEWKE, BHEKZHAHEL, Delta BFERIMAIEZFME,
XY T ResNet RREMME, WRTHEER ULTHmS 4 KI5 EE,

o EISMLERAEE (Dynamic Scaling Eigenvalue) : M—ZURIRHIERER 1 -
Bo X—HHEERSTMSEES M kK EBI1TH.

DDL X —iit TGt R 7 IR E M- P EB1EFIe. ERME mHC FREETLRE
PEMFRSEERAFRE, MEEIE— " EARNRIEE=1"NFAEF=ERE
IERAIRE, RANATFE—MFENK-1 AR L#HTRIZIN, EERIERRE WKk
5, REERNR) BT,

4.3 “EH fdE“ RN : Delta FMAYE]Y]
¥ DDL WEFAREES, alLIEE:



X1 = X+ Bk(v' - k'X))

X—RIBERTHAR: AP HERNTANSEER.

o —PkkTX): KRB B IHRETE k HANS B,

o +Bkv': RERBNFHBEIFE.
X v — kT x R 52 HBZRMLEHH Delta #10 (Delta Rule) iREEIEF
>) (Error-Correction Learning) T2, DDL Lfr EREB—EBHHRIT—XRE
A BIZET 121E, XS5MLLME Attention (¥ DeltaNet, Mamba) FAPRSE

HAGIARRM S, IERRT EARE R B LI NBIRIE TG 2 RAHREHEIERETIRY
K o

5. RAENEIXLL: =EZENHBRSER

1B X Hyper-Connections (HC). Manifold-Constrained Hyper-Connections
(mHC) # Deep Delta Learning (DDL) BIRNEIT, A1 AEE— N ZEERIRT
EEHEZR, BRElIERIRENS,.

5.1 b FHER: FTRESIESIRSY

X =ZRIEXHERAHIRET: NERIINEREER x + F (x) EERIRGIRE
BETIBIRTEMR.

o HCIANMRRFIETFREE (Width) . E@EERYEZERIRE TS 2RVFHITAIERE
71, BIFEZERFF LB K (nlanes),

e mHC iIA[E HC B9 =, BxhFeT*<F{8 (Conservation) *BVAEM: # iK%
MZEYBEERRNREANR EVYE), BNESHAESEE T

o DDLIANRHITETIRIE (Operation) : B4iMNIET A@ET & MEASERM
LB R, FLEE/LELERZ (B-controlled Householder) o

=EHIXESINA— M EIBEKHIA (Data-Dependent). BAIESIWTREFFIEFT 7%
ER, MNMEFMESHEITERREME R RENEEN.

5.2 HGIER: #HFMIK vs. JLAZH



FHIE

Hyper-Connections

DeepSeek mHC

Deep Delta Learning

(HC) (DDL)
Bty RIMTEK PZAED JLEZ 1k (Geometric
¥#{E  (Topological (Manifold Generalization)
Expansion) Constraint)
BE  EMX ERVI(Z  EEX ERYY BB (EEE)
7% 1)) (%)
=
Tk TLUREMER XX A KE P ["XREEREET
BF¥ H&ER™ H € B, I — BkkT
HFE 7t (None) BERSFE (175080 JUfAFEEARR -1

9k A1) f1)

S BEELMRE Sinkhorn-Knopp #-1 SMR5 Sigmoid
Ml EREE WA

BE 1T (3000x 1#VE) 1EE#h<1dEy d-1MFHEER 1 (F
143k 2K) TR TE)

P

&b TR RAIGE)N MAE CRE/IF 8% | BKEES) R
45 )| 5% (FASHE(E)

%

ER = (REHRESN) 1 (25 Kernel i (g NFk-1 158
AR ] Fusion {£1k)

5.3 REMHGEINRERE: BZE vs. JLWA

ch HIREMRE“ B FE":

#@3d Sinkhorn-Knopp, mHC ERERAE
HREREN—MEXERI[REENTIE. BF2RE (T/5FM) F

|§, ESAOELIRIEK, XMHHIFEEEEH (Routing) **E5—E8D

REZER2E B A IZEIA 1T R,



« DDL WBREMRB“/AARTL": BIRNHERELEN, DDL ERXET —
PTERNALF=(E, TiL p A, BFELRSESGR LEERUE
fE, XTHBIIEREEIRESEHRH (State Update) *EEZ—BIERNE =
ETFXRBENER, BHESIRE—5ER R LAFHE,

B EENE, mHC BINFENLREARILL T IBYF, EWRE] T XERERE
(a0, ERELIBFESHTSEHRIANBENZEFE4EM) , M DDL&ET
SINAAEE (REY) MBRIAEE (KF), ERMNARALRER®TEFENHHF
1T,

6. EoREFR: MBeR Bl AR

WX =T TIENSGE D HER T REF IMFAERTRLIE D,

6.1 “BEHRMARIE” (The Safe Manifold Hypothesis)

HC RYRIMA] mHC BIRITHERIRIE T —MRI%: AT EHREMBEESY REIFER
*RE, HERRBEFLAEBE—ITEEN. FKEN“RER Lo

o TARIEMETE GL(n, R) AREZ27FN, BACEaSBHEREIFNETF

o HREXZME (Birkhoff Polytope) B—MNLE7HA, RAECRILET ES
ll‘ﬂEJ\o

o IEXBNHET XHZL (30 DDL MWEF=(E) BREMN, BNElEFERK
IR KA,

ARG ABEMERMAFIZN, MEIFHNEFE. BEARENN'E
SR, HtEMNEE (30 Sinkhorn 3§ Cayley ) EESHIR R EIXLER
2t

6.2 f330 MoE S5HERAVERM L

DeepSeek B mHC L[5 L RIEEREERZAFEHNU AT —MIEEBSERIEE

(MoE), BIBIEEM H, WEEE—EHTE n MEENEXKEE" ZE#HTT
BREIEREE, XIEM TR (Layer)"5“E&H28 (Router)"BIFR IR, 455 DDL IFLA,
XMEBERYAIUEBEBNES, B/ LATERNARIER, XTUREXR
BB RS HINS T MoE &5#: X MLP B2 MoE, REEEZEAFGHIE—
SIS B 48



6.3 FEFRHNEF LT

mHC BRI AT FEF 89 Sinkhorn 4958, EETFHE TileLang #1 Kernel

Fusion FITRE K, XK, 2T 27B+ SEHME, BB RERN SEM4

SR EE, EEFIEEEF (90 Sinkhorn 1K), MRFEERREH—N S

B9 GPU Kernel LIFefRANTERE (Memory Wall) , 7ESEFRAIAIEENZRFER A AT

FtY, DDL B9%-1 &z FLEE B, LREAANETRIER-RERE
(MVM) tRhEIES GPU #Y Tensor Core 2844,

7. 515 RE

DeepSeek fJ mHC i£X 5 Deep Delta Learning 1€, 43I MIRFMITRALEIH
ERNMEE, 557G ResNet BIUBIEIR,

Manifold-Constrained Hyper-Connections (mHC) i&3 5|\ Sinkhorn-Knopp &
%, BRINYIAR T ZmbxEMBEVRME, fR7T KEELERZE MBS S IRLERH

(M 3000x F&ZE 1.6x), AAZSEHERNEINT BRET TER. BIFRRTERE
F3R, HFOR (ONFEVE) AMUNEEE LSS, E2IE Lo B4R
Eh.

Deep Delta Learning (DDL) Ni@d [ X RHERETR, WMTF 7T HREER ET
MREBEES, NLAIKEFE 7THENFNAEEM,

XRENEE—E—NERN. ZRNEINEEDR, NARER/ BRGNS
BF AR T—EMEE (Foundation Models) BITRAEBZE, FKA]
IE7E DLIEREE L8 M B B BV & B mfg 2By i T #H (L VA 2 4R Z1




